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The deployment and application of Large Language Models (LLMs) is 
hindered by their memory inefficiency, computational demands, and the high 
costs of API inferences. Traditional distillation methods, which transfer the 
capabilities of LLMs to smaller models, often fail to determine whether the 
knowledge has been sufficiently transferred, potentially resulting in high costs 
or incomplete distillation. In this paper, we propose an Explanation-Guided 
LLMs Active Distillation (ELAD) framework that employs an active learning 
strategy to optimize the balance between annotation costs and model 
performance. To improve efficient sample selection, we introduce an 
explanation-guided sample selection method that identifies samples 
challenging its reasoning by exploiting uncertainties in explanation steps. 
Additionally, we present a customized LLM-annotated explanation revision 
technique where the teacher model detects and corrects flaws in the student 
model’s reasoning. Our experiments across various reasoning datasets 
demonstrate that our framework significantly enhances the efficiency of LLM 
knowledge distillation.

Abstract
In evaluating the ELAD framework, significant performance enhancements 

were noted across various reasoning tasks when compared with traditional 
methods. The Explanation-Guided Sample Selection (EGSS) method 
outperformed baseline sample selection techniques, showing notable 
improvements such as a 2.41% increase in accuracy for the GSM8K dataset 
and a 3.27% boost for the ANLI dataset. Additionally, the Customized LLM-
Annotated Explanation Revision (CLEAR) method demonstrated superior 
effectiveness over conventional CoT prompting, with accuracy improvements 
of up to 2.71% in GSM8K and 5.31% in StrategyQA, confirming the 
framework's efficacy in refining reasoning skills and selecting highly 
informative samples as annotation budgets increase.

Introduction

The ELAD framework employs a sophisticated two-method approach to 
enhance the distillation of Large Language Models (LLMs) into more efficient 
student models through active learning: Explanation-Guided Sample Selection 
(EGSS): This technique advances traditional sample selection by utilizing the 
explanations generated by LLMs to identify samples that reveal uncertainties 
in model reasoning. By focusing on samples that challenge the student 
model's reasoning abilities, EGSS ensures that the training process is both 
targeted and highly informative, promoting a deeper understanding of 
complex problem-solving. Customized LLM-Annotated Explanation Revision 
(CLEAR): In this step, a teacher model (LLM) reviews the student model's 
explanations, corrects inaccuracies, and refines the reasoning process. This 
direct intervention helps transfer not only knowledge but also critical 
reasoning skills to the student model, enabling it to perform robustly on its 
own. These methods collectively aim to optimize the knowledge distillation 
process by prioritizing the quality of reasoning and explanation. This focus 
helps overcome common issues in traditional distillation, such as inefficient 
learning and incomplete knowledge transfer, by ensuring that student models 
learn to reason accurately and efficiently, thereby enhancing their 
independent problem-solving capabilities.

Methods and Materials

This paper introduced the Explanation-Guided LLMs Active Distillation 
(ELAD) framework to address the challenges of deploying LLMs due to the 
high memory and computational demands. Our proposed framework 
achieves LLMs active distillation with explanation-guided sample selection 
and a customized LLM-annotated explanation revision. Extensive experiments 
on various reasoning datasets demonstrate the effectiveness of our approach 
in enhancing the distillation efficiency.

Conclusions

The Introduction section of the ELAD paper discusses the significant 
challenges in deploying Large Language Models (LLMs) due to their 
substantial computational demands and high costs associated with API 
inferences. Traditional distillation methods, which aim to transfer the 
capabilities of LLMs to smaller models, often do not ensure that essential 
knowledge is effectively transferred, leading to high costs or inadequate 
performance.

To tackle these issues, the paper introduces the Explanation-Guided LLMs 
Active Distillation (ELAD) framework. This framework optimizes the balance 
between annotation costs and model performance through an active learning 
strategy. It features innovative methods like explanation-guided sample 
selection and customized explanation revision, enhancing the efficiency and 
effectiveness of the distillation process. These techniques not only improve 
the selection of training samples based on explanation uncertainties but also 
refine the student model’s reasoning with corrections from a teacher model. 
The ELAD framework aims to maintain the sophisticated reasoning 
capabilities of LLMs in smaller models, thus reducing costs while preserving 
performance, setting the stage for detailed exploration of these methods in 
subsequent sections of the paper.

Results


